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ABSTRACT

In this paper, we introduce a logic-based discrete path planning
technique for multi-agent robotic systems. The novelty of our ap-
proach stems from the theory of hyperproperties. A hyperproperty
is a set of sets of execution traces, expressing the property of a set
of executions, rather then traditional trace-based languages that de-
scribe properties of individual executions. The inherent multi-trace
nature of hyperproperties makes them a highly desirable frame-
work to specify objectives and intended behaviors of controllable
robots and uncontrollable adversaries in multi-agent systems. We
specify several path planning problems in the temporal logic Hy-
perLTL— a generalization of the Linear Temporal Logic (LTL) that
allows for simultaneous and explicit quantification over execution
traces. We show that HyperLTL can capture many important path
planning requirements such as optimization, privacy, priority, and
adversarial control policies. We reduce the path planning problem
to the HyperLTL verification problem for bounded executions and
utilize a solution based on solving the satisfiability problem for
quantified Boolean formulas (QBF). Our experiments show the ap-
plicability of our method in terms of generality and the diversity of
path planning problems as well as efficiency and effectiveness of
our approach.
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1 INTRODUCTION

Formal methods are a class of automated and rigorous techniques
that have important applications in the design and implementa-
tion of cyber-physical systems (CPS). These systems often carry
out complex tasks, such as functions of robots and autonomous
vehicles. Specifically, the complex tasks of a system are formally
expressed in some form of temporal logic (e.g., the linear temporal
logic (LTL) [22] or signal temporal logic (STL) [18]), which provide
a set of well-defined syntactic and semantic rules. Based on this,
automatic correct-by-construction algorithms can be designed to
compute control policies for general tasks expressed by temporal
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logics — traditionally by model-based synthesis techniques [3] and
more recently using model-free learning [5, 11?7, 12].

An increasing number of CPS are built in a multi-agent or dis-
tributed fashion [10, 15, 26, 30]. In these systems, multiple agents
implement local control policies with partial or complete informa-
tion on the whole system, in order to collaboratively carry out a
global task. Historically, most global tasks that have been studied
are relatively simple, such as consensus [23] and formation [19].

Recently, there is a growing interest in using formal methods
to design control policies for complex logical tasks of multi-agent
CPS. To formally capture these tasks by temporal logics, common
temporal logics, such as LTL and STL, meet a stumbling block: they
can only express tasks for a single execution of a single agent.
Therefore, to use them for multi-agent CPS, in the most ideal case,
one has to explicitly decompose the global task into several rela-
tively independent local tasks, and use LTL or STL to capture each
local task [15, 17, 21]. For tasks that cannot be decomposed into
local tasks, counting LTL (cLTL) [16, 24, 25] and TeamLTL [27] are
proposed to augment the syntactic and semantic rules of common
temporal logic to reason about global tasks that simultaneously
involve the executions from multiple agents. However, all the above
works do not support important global tasks that involve explicit
quantification to individual trajectories. For example, they cannot
specify a global task such as “for any execution of agent A, there
exists a control policy for Agent B to fulfill a joint temporal logic
task with Agent A”.

To capture global task requirements in multi-agent applications,
and following a recent study in [28], we propose a general and
novel technique based on hyperproperties [7] as our tool to specify
objectives of path planning. Technically speaking, a hyperproperty
is a set of sets of execution traces that specify a system-wide prop-
erty, rather than the property of individual traces. The theory of
hyperproperties was first introduced as a framework to deal with
information-flow security policies that need to reason about mul-
tiple executions simultaneously [? ]. Since then, temporal logics
HyperLTL [6] and HyperPCTL [1, 2] have been introduced to provide
clear formal syntax and semantics to different classes of hyper-
properties. Besides information-flow control, hyperproperties have
been a powerful tool to express and reason about consistency in
concurrent data structures [4] as well as sensitivity and robustness
in CPS [29].

In this paper, we employ HyperLTL as an elegant and expressive
tool to seamlessly express a rich set of requirements of global and lo-
cal objectives in multi-agent robotic applications and subsequently
solve the corresponding path planning problems for a given sys-
tem. HyperLTL extends LTL by allowing explicit and simultaneous
quantification over a set of execution paths that have some rela-
tion with each other. For example, consider the problem of finding
the shortest path in a single-agent setting. The objective can be
expressed as the HyperLTL formula:

In.Vr.(~goal, U goal ).
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The formula essentially captures that path 7 (i.e., the shortest path)
reaches the goal before any other path 7.

In the multi-agent setting, we focus on two classes of path plan-
ning problems in (1) adversarial, and (2) non-adversarial applications.
In the non-adversarial scenarios, the agents fulfill the assigned tasks
with no interference from other agents. For example, in the squad
shift problem, a squad of n robots need to take turns to constantly
occupy a location (in an arbitrary order). The HyperLTL formulas
for non-adversarial problems are usually of the form:

Amy. 3wy - - Amn Y,

where path variables 71, ..., 7, are instantiated to satisfy the ob-
jective .

On the other hand, in the adversarial setting, a set of controllable
agents should plan their paths knowing that another set of uncon-
trollable agents may unintentionally or maliciously interfere with
their control actions. For example, an adversarial robot can act as a
moving obstacle, attempting to block the paths of the controllable
robots to achieve their goal. The HyperLTL formula for adversarial
problems are normally of the form:

Vﬁl’.VHZ' . -Vn,'n.ﬂﬂlﬂng <oy,

where path variables 7; - - - 7, are instantiated to satisfy the objec-
tive ¢ in the presence of any adversarial paths 7 - - - 7p,.

The path planning algorithm introduced in this work takes as
input (1) a HyperLTL formula ¢ that specifies the global control objec-
tives of the agents, and (2) a discrete-time transition system (DTS)
D that models the agents’ operation. The algorithm synthesizes as
output a set of paths as the witness to the existential quantifiers
that satisfy ¢. Specifically, our synthesis algorithm works as follows.
First, we adopt the bounded terminating semantics for HyperLTL
proposed in [14]. It allows us to reason about terminating systems
such as path planning. The bounded terminating semantics also
allow us to reduce our synthesis problem to the satisfiability prob-
lem for quantified Boolean formulas (QBF). In other words, the QBF
encoding [ D, ¢] is satisfiable if and only if the answer to the path
planning problem is affirmative.

We have fully implemented the introduced technique and con-
ducted a rich set of experiments. Our non-adversarial path planning
problems include squad shift (i.e., constant occupation of a critical
region by at least one robot at each time instant), priority (i.e., some
robot has priority over another to be in a region), as well as ro-
bustness (i.e., independence from the start region) and opacity (i.e.,
privacy-preserving exploration) from [28]. In the adversarial set-
ting, we showed applicability our method on fairness (i.e., a robot is
not discriminated by another), moving obstacle (i.e., a robot actively
attempts to block another to reach its goal), and the pursuer-evader
game from [8], where the pursuer’s goal is to catch the evader in
a sensor network. Our experiments show the effectiveness of our
approach as well as its efficiency in spite of its generality.

Organization. In Section 2, we introduce the preliminary con-
cepts. The formal statement of the path planning problem and the
corresponding synthesis algorithm is introduced in Section 3. We
discuss the set of path planning problems in Section 4, and evaluate
our experimental results for these problems in Section 5. Related
work is discussed in Section 6. Finally, we make concluding remarks
and discuss avenues for future work in Section 7.

Figure 1: Shortest Path in a 10 x 10 grid.

2 PRELIMINARIES
2.1 Discrete Transition Systems

We model the system where the robots operate as discrete transition
systems. Let AP be a finite set of atomic propositions and 3 = 2AP
be the alphabet. A letter is an element of 3. A trace t € ¢ over
alphabet ¥ is an infinite sequence of letters: t = t(0)¢(1)#(2) - -.

Definition 2.1. A discrete transition system (DTS) is a tuple
D = (S, Sinit, Act, 5, AP, L), where

e S is a finite set of states;

Sinit C S is the set of initial states;

Act is a finite set of actions;

6 C S X Act X S is a transition relation;

AP is the set of atomic propositions, and

L :S — X is a labeling function on the states of D.

We require that for each s € S, there exists s’ € S, such that
(s,a,s") € 6, for some a € Act. We also assume that § is determin-
istic with respect to the choice of actions.

For example, the 10 X 10 grid shown in Figure 1 can be modeled
by a DTS with 100 states, where the red and green cells are the
initial and goal states, respectively. A robot can change state by a
set of actions Act = {r, [, u, d} denoting right, left, up, and down
moves on the grid. The black cells are obstacles, preventing a robot
to reach them. Thus, the actions in Act are not enabled in all states.

Let us denote a transition (s, a,s”) by s 46 A loopin D is a
finite sequence s(0)s(1) - - - s(n), such that s(i) 4, s(i+1) €6, for
all0 < i < n, and s(n) L, s(0) € 6. We call a DTS acyclic, if
the only loops are self-loops on otherwise terminal states, i.e., on
states that have no other outgoing transition. In this paper, we only
consider acyclic DTS, where terminal states are labeled by a special
atomic proposition halt.

A path of a DTS is an infinite sequence of states of the form:

s(0) 2 5(1) 2 o

such that s(0) € Sinjt, and s(i) 4, s(i+1) €d,foralli > 0.A trace
of a DTS is a trace t(0)t(1)t(2) - - - € 2, such that there exists a
path s(0) = s(1) =5 -+ with (i) = L(s(i)), for all i > 0. We
denote by Traces(D) the set of all traces of DTS D. For example, the
blue arrows in Figure 1 illustrate a path in the DTS that starts from
the initial state and consists of seven up actions, followed by five



right, two down, and another two right actions, and finally reaches
the goal state.

2.2 The Temporal Logic HyperLTL

HyperLTL [6] is an extension of the linear-time temporal logic (LTL)
for hyperproperties. In this paper, since our path planning problem
is for finite and terminating paths, we utilize the bounded terminat-
ing semantics introduced in [14] to deal with terminating protocols.

2.2.1 Syntax. The syntax of HyperLTL formulas is defined induc-
tively by the following grammar:

@ ==3m. |Vr.o| P
pu=true | pr | =P 9VIdAPIPU PR $|O¢

where p € AP is an atomic proposition and 7 is a trace variable from
an infinite supply of variables V. The Boolean connectives -, V,
and A have the usual meaning, U is the temporal until operator, R
is the temporal release operator, and O is the temporal next operator.
We also consider other derived Boolean connectives, such as —, and
<, and the derived temporal operators eventually ¢ = true U ¢
and globally O ¢ = - < —¢. The quantified formulas 37 and Vo are
read as “along some trace n” and “along all traces 7", respectively.

A formula is closed (i.e., a sentence) if all trace variables used in
the formula are quantified. We assumed, without lost of generality
that no variable is quantified twice. We use Vars(¢) for the set of
trace variables used in formula ¢.

2.2.2 Semantics.

Interpretation. An interpretation 7 = (Tir) revars(p) of a formula
¢ consists of a set of traces, one set T; per trace variable 7 in
Vars(p). We use T for the set of traces assigned to . The idea here
is to allow quantifiers to range over different systems. We use this
feature to handle path planning for robots that have related but
different controllable constrains or plants (e.g., adversarial robots
and in particular, our pursuer-evader example). Another reason is
that we may need different agents to be able to adopt independent
control policies.

With this feature, each set of traces comes from its own DTS and
we use D = (Dr)revars(p) to denote a family of discrete transition
systems. Thus, T; = Traces(Dy) is one set of traces that 7 can
range over, which comes from D,. Abusing notation, we write
T~ = Traces(D). Note that all trace sets being the same set of traces
for a single DTS D is a particular case that all robots have the
same controllable constraints (i.e. robust path synthesis), which
leads to the original HyperLTL. The multi-model nature of our
interpretation allows us to incorporate heterogeneous robots that
can potentially operate in different plants.

Terminating Semantics. To adapt to robotic path planning with
given time horizons, we use a terminating semantics for HyperLTL.
This semantics is the halting pessimistic introduced in [14] for gener-
ating bounded model checking queries to verify HyperLTL formulas.
The semantics are defined with respect to a trace assignment, which
is a partial map IT: Vars(¢) — Z%. The assignment with an empty
domain is denoted by IIy. In the sequel, let us denote the set of
integers {1, 2,...,n} with interval [1, n]. We assume the HyperLTL

formula is closed and of the form:

Qim1.Qomz ... Qurn.y

where each Q; € {V,3},fori € [1, n], and it has been converted into
negation-normal form (NNF) so that the negation symbol only ap-
pears in front of atomic propositions, e.g., 7py,. Let 7 = (T1 ... Tp,)
be a tuple of finite sets of finite traces, one per trace variable. Given a
trace assignment I, a trace variable 7, and a concrete trace t € 3¢,
we denote by II[x — t] the assignment that coincides with II
everywhere but at 7, which is mapped to trace t.

We start by defining a satisfaction relation between HyperLTL
formulas within a finite discrete time horizon h (i.e., the number of
steps in a trace which is obviously bounded by the longest path in
a DTS), and models (7,11, i), where 7 is the tuple of set of traces,
I is a trace assignment mapping, and i € Zx¢ that points to each
position of traces. The satisfaction of a HyperLTL formula ¢ is a
binary relation |=4, that associates a formula to the models (77, I, i)
where i € Z3 is a pointer that indicates the current position of all
traces in 7.

We define the terminating semantics separately in quantifiers,
Boolean operators, and temporal operators, as follows:
Quantifiers. The satisfaction relation for the quantifiers is:

(7,11,0) Ep, . ¢ iff thereisat € T,

such that (7,II[x — t],0) Ep ¥
(7,1L0) Fp, V. iff forall teTy

such that (7, [z — t],0) E, ¥

Boolean operators. For every i < h, we have that:

(7,1L,i) [=p, true

(T.IL) knpe  iff peT(x)(0)

(T-1L 1) Ep —pr iff p ¢ I(m) (i)

(T ILD) Ep Y1 Ve i (T,IL1) Fp Y or (7,1L1) Fp ¥
(T ILi) Ep Y1 Ao i (T,IL0) =y Y1 and (715 0) Fp Y2

Temporal connectives. If (i < h), we follow the normal temporal
operator in HyperLTL semantics:

(7 1Li) Ep OV iff (7,ILi+1)Fpy
(T IL) Fryr Uy HE (T,IL0) Fp Yo, or
(71L i) p, ¢4 and
(T ILi+1) Fp g Uy
ift (7.1Li) [y ¢, and
(7-’ I, l) I=h [//1 or
(T ILi+1) Fp Y1 Ry

(T51L1) Fp Y1 R e

For (i = h), we define the following for deciding eventualities.
To capture the terminating semantics, we use the predicate halt
that is true if the state that corresponds to a terminating state (self-

loop), and define Halt def AxVars(p) haltz which holds whenever
all traces have terminated (and their final state will be repeated ad
infinitum). Thus, we have:

(7 1Li) Ep OY ifft (7.1Li) |y Halt and
(T IL0) Fn ¢,
(T’ H, l) '=h 1//1 U l//Z iff (7-3 H$ l) I=h ‘//2
(T ILi) Ep Y1 Ry HE (7,IL0) Ep Y1 Ay, or
(7,1L,i) |, Halt and (7,11 Q) Ep Vo



We say that an interpretation 7~ satisfies a specification ¢, de-
noted by 7 [=, ¢, if (7,11p,0) |1, . We say that a family of DTSs
D satisfies a specification ¢, denoted by D |55, ¢, if it holds that
(Traces(Dx))revars(p) Fh ¢-

For example, the shortest path as shown in Figure 1 is a planning
objective for one agent which can be expressed in HyperLTL as:

@sp = In.N1.(~goal, U goal).

That is, all paths 7 reach the goal at or after the point that the
shortest path 7 reaches the goal. It is straightforward to see that
in the DTS in Figure 1, the path denoted by the blue arrows is
the shortest path from the initial state to the goal and, hence, a
satisfying witness to . Our goal in this paper is to reduce the path
planning problem to the HyperLTL verification problem, where the
witness to existential trace quantifiers establish paths for different
agents that satisfy a common objective.

3 PROBLEM STATEMENTS AND QBF-BASED
SOLUTION

We now formally state the path planning problem through a reduc-
tion to the HyperLTL verification problem.

3.1 Formal Statement of the Problem
We start with the following definitions.

Definition 3.1. Let D = (S, Sinir, Act, §, AP, L) be a DTS. We say
that A = aga; - - - is a valid sequence of actions if there exists a path

ao a .
s)p — $1 — Sg -+ in D.

Definition 3.2. Let D = (S, Sinir, Act, 5, AP, L) be a DTS. A control
policy is a function c : 2At At that maps a set of valid finite
sequences of actions to another set of valid sequences of actions.

The intuition behind Definition 3.2 is that a control policy maps
a finite set of actions (typically by adversaries) to another finite
set of sequences of actions (typically by controllable agents) that
collectively satisfy a global objective.

We assume n controllable agents and m uncontrollable adversaries.
Let D be a family of DTSs and /(1 - - - 7, 7] - - - 7T, ) be a HyperLTL
formula describing the objective constraints over the behavior of
the agents and adversaries, where 71 - - - 7, and 7r1’ -« 7y, are free
trace variables in /. Clearly, in a non-adversarial setting, the paths
7| -+ 7y, are omitted. For instance, in the aforementioned shortest
path example we have:

Ysp = Vr.(=goal, U goal ),

where 7 is the free trace variable (to be computed during path plan-
ning).

Intuitively, the path planning problem is to find a control func-
tion ¢ that maps any set of sequences of actions of adversaries
to some set of sequences of actions of the agents that satisfy a
global control objective . This problem is analogous to solving the
following HyperLTL verification problem.

Given a family of DTS D, m adversaries, n agents, and a
global control objective formula ¥, does there exist a control
policy such that:
D EVr Nry- -V, . 3m.3my -+ 3nn. ¥
—,———— ————— " Y~~~

adversaries agents objective

here, each 7] is the valid path for a sequence of actions
P Y
0% % ml
; joJoJ. ..
path for a sequence of actions aja; a;

a - of adversary i € [1,m], and each 7; is the valid

of agent j € [1,n].

For example, for the shortest path objective with no adversaries,
the path planning problem is mapped into solving the verification
problem with respect to the formula:

¢sp = 3m.Vr.(~goal, U goal,;) .

Ys p

In this case, 7 provides us with the sequence of actions that a
robot should take to follow the shortest path. Clearly, when there
is no adversary, paths 71, 71y, . . ., 1, are computed such that they
satisfy 1.

3.2 Reduction to the QBF Satisfiability Problem

We solve the multi-agent planning problem using a reduction to
the quantified Boolean satisfiability (QBF) [9] checking problem.
That is, given a family of DTS D, a HyperLTL planning objective ¢,
and a time horizon h, we construct a QBF formula [ D, ¢ ], that is
satisfiable if and only the answer to the path planning problem is
affirmative. The QBF satisfiability problem is the following:

Given is a set of Boolean variables, X = {x1,%2,...,xn},
and a formula F = Q1x1.Q2x2 ... Qn_1xp-1.Qnxn.¥,
where each Q; € {V,3} (i € [1,n]) and ¢ is an arbi-
trary Boolean formula over variables X. Is F true?

Figure 2 shows a satisfying model for the given QBF.

T

Figure 2: Model for the QBF formula F = Jx;.Vx2.3x3.3x4.Vxs5.
(x1V=x2Vx3) A (mx1VxaV=xg) A(=x3VxgV=ixs) A (x1VxgVxs)

Our approach is an adaptation of the HyperLTL bounded model
checking algorithm proposed in [14]. More specifically, let ¢ be
a HyperLTL formula of the form ¢ = Q;711.Qam2. .. .. Qpmp.¥ and
D =(D1,Dy,...,Dy). The encoding of the HyperLTL verification



problem in QBF is the following:
[D. ¢l =Qid1.Qzdy - - AQnZ([[Dl]]h o1 [Dz]lpoz---
[Dalnon [¥11)

where [/], is the encoding of the inner LTL formula ¢, [D;] is
the encoding of DTS Dj, 0oj = Aif Qj = Jand o; =— if Q; =V,
for j € [1,n]. The encodings of [D; ], and [¢] as propositional
formulas are identical to that of standard bounded model checking.
Since in this paper, our focus is on finite path planning, time horizon
h is guaranteed to be bounded. In particular, when the unrolling
of D; reaches a state labeled by halt, the unrolling can stop. While
the details of the transformation is outside the scope of this paper,
we explain the construction of [ D, ¢]|;, using an example.

3.3 Example

3.3.1 Encoding of DTS. Consider the grid in Figure 1 modeled by
a DTS D. The size of the set d of variables needed for Boolean
representation of D is log,(10) + log,(10) + 2, to encode x and y
coordinates and two propositions goal and halt. Thus, the initial
state sp with coordinate (0, 0) is encoded as:

I(sg) :==(=x3 A =x3 A =x1 A =xg) A (1)

(ﬂy?, A Y2 A yp A —|y0) A —goal A —halt.
All other states are similarly encoded. The transition relation of the
DTS is denoted by R(d?, d**!) for each unrolling step i < h, where

d' is a fresh copy of Boolean variables in d. Therefore, the transition
relation up to bound h, is the following:

[D]5 :=1(d°) AR, d") AR(d",d%) A--- AR(@"L,a").

where [ is the initial state condition defined in equation (1). Finally,
for each trace variable 7 € Vars(¢), we introduce a fresh copy of
{do, at--- ,dh}, which we denote by d;.

3.3.2 Encoding of Inner LTL Formula. To encode the inner LTL
formula, we use the fixpoint representation of the formula in the
same fashion as bounded model checking. For example, for the
shortest path formula, we have:
[—goal, U goal ||}, := goal’. v (~goald A
(goall, v (~goal: A

(goal2 v (—goal® A

(goal"™™ v goal"))))))

3.3.3 Complete Formula. Finally, we are ready to construct the
complete QBF query for the DTS, formula ¢sp, and time horizon h;
this is achieved as follows:

[D, ‘Psp]]h = EEAVd_r('[Dﬂ]] A ([D;] — [[—-goalT (ugoalﬂ]]h)).

Now, for the DTS in Figure 1, checking the satisfiability of final
formula [ D, gsp ]|, results in returning the truth assignments to
variables in E as witness of satisfiability. Indeed, this assignment
represents the path of blue arrows as 7, which is the shortest path.

4 MULTI-AGENT PATH PLANNING
OBJECTIVES IN HYPERLTL

In this section, we present various multi-robot planning problems
whose objectives can be formally expressed by HyperLTL via the
formulation introduced in Section 3. These objectives cannot be
expressed by either cLTL [16] or TeamLTL [27]. We organize this
section by first presenting the non-adversarial cases in Section 4.1
and subsequently the path planning problems in the adversarial
setting in Section 4.2.

4.1 Non-Adversarial Planning

A common class of multi-robot planning problems is to check
whether a (global) objective is achieved for all possible paths of the
robots. Formally, these problems can be expressed by a HyperLTL
formula of the form 31 - - - 3m,.1. The global objective ¥ itself can
be a HyperLTL formula of the form ¢ = Qr; - - - Q1. ¢ that contains
quantifications over auxiliary paths 77 - - - 7. As the problem state-
ment in Section 3.1 requires, our goal is to identify an assignment
for path variables ny, . .., 7, to satisfy .

4.1.1 Squad Shift. Consider N robots working in a shared space
(e.g., for surveillance). Suppose we need the rotation of a squad of
n robots (n < N) to constantly occupy a location crit (e.g., a critical
region) in arbitrary orders. Such a multi-robot planning problem
can be captured by:

Psqs = dmy -+ Iy, 1//sq55 (2
n n

1//qu = D/\ (crit,,i -0 \/ crit,,j),
i=1 J=1,j#i

where the objective ¢ is an unquantified HyperLTL and our goal is
to synthesize the paths 7 - - - 7, for a squad of n robots to achieve
the objective. For simplicity, we omit the task of the other N — n
robots in (2). The subformula y/5qs means if robot i is currently in
the region crit, then there exists another robot j (j # i) from the
squad to replace the robot i next. Observe that formula (2) cannot
be captured by cLTL [16, 24] when n < N. This is because although
cLTL can reason about the number of robots in the region crit, it
cannot explicitly specify the behavior of a robot from a squad of
n robots. This is, of course, possible in HyperLTL, since the logic
allows explicit path quantification.

4.1.2  Priority. Consider n robots working in a shared space (e.g.,
in a warehouse). Suppose they need to pass a region B (e.g., a one-
way bridge) with two ends BL and BR . To avoid congestion, if
two robots are to pass B from two opposite directions (i.e. two
robots passing B from BL and BR, respectively) at the same time,
then the robot that arrives first should pass the region B first. This
multi-robot planning problem can be captured by

@pri = 1+ 3. Ypri 3
Ypri = /\ (<>Bn,- A /\ O(p(mi, mj) A p(r), ﬂi)))
i=1 J=Li%)

p(mi, ) = (BL 7, A BR ;) = (=By; U By,),



where the subformula p(7;, 77) means if a robot first arrives at
BL /BR (to pass B), then another robot arrives later at the other end
(i.e. BR/BL ) should wait until the first-arriving one passes.

4.1.3 Opacity [28]. Consider a team of n robots working to ful-
filling a global task p(sy, ..., 7n). Opacity aims at keeping sensitive
information on the paths of the robots secure while fulfilling the
task. In other words, given two sets of paths 71 - - - 7, and 71 - - - 7,
where each set satisfies a global objective p and each pair z; and
7; (for all i € [1, n]) that start from different initial states, opacity
requires that each step of the pairs reach equivalent states, as far
as AP is concerned. Formally:

Piso = Iy -+ - Ay, l//iso 4
n
Yiso = Ir1 - Frn. [\ =(mi[0] © 7 [0]) A
i=1
p(my,...,mn) A p(T1,...,Th) A
n

/\ /\ D(Pni (_)Pri)

i=1 peAP

More specifically, the first conjunct requires that the initial states
of 7; and 7; are different, the second and third conjuncts require
71 -+ -ty and 71 - - - T, to satisfy p, and the last conjunct requires
that each pair 7; and 7; reach indistinguishable states. We note that
the last conjunct can technically replace AP with actions in Act (by
abuse of notation) if the objective of opacity is to have equivalent
sequences of actions instead of states. When (4) holds, there are
(at least) two sets of paths from different initial states to achieve
the task p, so the exact initial states of the paths 71, . .., 7, to fulfill
p(mi, ..., ) is opaque. Formula 4 ¢;s, generalizes the notion of
opacity for single robot planning in [28].

Likewise, the opacity of the robots’ paths can be expressed by a
formula where the initial states of pairs of 7; and 7; are equivalent,
but they follow different paths:

@po = Iy -+ Ay Ypo (5)
Ypo = 31+ Fmn. \ (mil0] © w[0]) A
i=1

p(r1, . ymn) A p(T1,...,Th) A

_‘/\ /\ D(pﬂi HpTi)

i=1 peAP

When (5) holds, there are (at least) two sets of paths from the same
initial states to achieve the task p, so the exact the paths 7y, ..., 1,
taken to fulfill p(sy, ..., m,) is opaque.

4.1.4 Robustness [28]. When controlling a team of robots, the
knowledge of their initial states are subject to bounded (sensing) er-
rors, i.e., the real initial states are in a neighborhood of the known
states. The objective of fulfilling a global task p(y,...,m,) (in-
volving n robots) under bounded errors in the initial states can be

expressed in HyperLTL by the following formula:

Grob = 31+ 370 -Yiobs (6)
n

Yrob = V11 -+ - V3. /\ neighbor . A neighbor_ A
i=1

p(my, . cymn) A p(T1,-..,Th) A
n

A /\ O © pa)-

i=1 peAP

where neighbor is a proposition indicating a particular neighbor-
hood. Thus, the first conjunct means that initial states of 7; and 7;
are located in the same neighborhood. The meaning of the second
and third conjuncts are the same as (4). When (6) holds, the task
p(m1, ..., mp) can be robustly fulfilled under perturbations on the
initial states of 71, ..., 7,. Formula 6 ¢, generalizes the notion of
robustness for single robot planning in [28].

4.2 Adversarial Path Planning

More generally than Section 4.1, we consider the planning problem
of n robots to a (global) objective in the presence of m uncontrollable
adversarial robots. As mentioned in Section 3.1, these problems can
be expressed by a HyperLTL formula of the form:

Vﬁl' . -~V7r,/n. Amy - 3wy Y,

where the objective is of the form ¢ = Qrj...Qrg. ¢ that con-
tains quantifications over auxiliary paths 7y, ..., 7. Our goal is to
identify a control policy that decides the assignment of the path
variables 71, . .., 7, to satisfy ¥ from any possible assignment of
the adversarial path variables 7] ... 7.

4.2.1 Moving obstacle. Consider a team of n + m robots, where
n robots working to fulfilling a task p (1, ..., 7). To ensure the
task p is carried out without collisions, regardless of the paths
71'{, ..., 7}, of the other m robots (which can be viewed as moving
obstacles), the control policy should satisfy the following HyperLTL
formula:

Pobs = V”{ to V”r,n'aﬁl -+ Jry. l//obs (7)
n+m n+m

Yobs = p(rrecom) A N\ N\ \ O=(om © ),

i=1 j=1,i#j peAP

where the conjunct indicates the robots do not collide. When (7)
holds, the m robots can achieve the task p without collisions.

4.2.2 Fairness. Consider several robots working in a shared space
(e.g., in a warehouse). Suppose Bis a region with limited access that
requires no matter what path one robot chooses (the adversary r’),
another robot, whose path is 7z can eventually follow the adversary
to access the shared area. This multi-robot planning problem can
be captured by the following formula in HyperLTL:

Pfair = V' 3m. ';pfair

®)
l//fair =0 (Bn" ANQO-By — O(=Byr U Bn))

where the objective ¥f,;, means that path 7’ should not enter the
region twice before 7 enters.



4.2.3 Pursuer-Evader Game [8]. Given a sensor network con-
sisting of several motes, where each mote is able to carry certain
information, such as clock time or if some agent is currently de-
tected on this mote. Also, each mote can interact with its neighbors,
which allows to build a parent-child relationship and form a track-
ing tree. Now, given two agents an evader and a pursuer, we assume
that the evader can move freely to escape from the pursuer with the
ability to get full knowledge of every mote on the entire sensor net-
work (e.g., the current location of the pursuer). On the other hand,
the pursuer is limited to only be able to obtain the information from
the mote that it currently resides on. Our goal is to synthesize (1)
a network design, such that each mote can detect the presence of
agents and transmitting certain information to its neighbors, and
(2) the behavior of the pursuer to eventually catch the evader. The
specification of the game in HyperLTL is as follows:

@pe = V1. 3m2. 3m3. O(posy, <> pos_evadery,) A 9)
O(mote_info,, < mote_info,, ) A

O(posy, © P03n3)

where pos is the position of the agent, pos_evader is the position of
the mote that detects the evader on the network, mote_info encodes
the information that each mote can contain/transmit, including
time stamp and parent information. We note that the universal
quantification on Vo, allows the evader to choose any path, the
state evolution of the sensor network is identified by 3, and the
behavior of the is pursuer synthesized through 3s.

5 EVALUATION
5.1 Experimental Settings

We have implemented the technique described in Section 3.2. In
this section, we describe this implementation and the empirical
evaluation of the case studies described in Section 4. Our implemen-
tation works as follows. Given a DTS, we automatically unfold it
up to a given time horizon h > 0 using a home-grown tool written
in Ocaml. The unfolded DTS is combined with the QBF encoding of
the input HyperLTL formula to form a complete QBF instance which
is then fed to the QBF solver Quabs [13]. All experiments in this
section are run on a MacBook Pro laptop with Intel i7 CPU @2.8
GHz and 16 GB of RAM.

We experiment with different path planning objectives, number
of agents, and size of DTS. In the following sections, we use colors
red for initial state(s), green for goal state(s), black for obstacles,
yellow for bridge area, also green for areas on two ends of the
bridge BL and BR.

5.2 Non-Adversarial Case Studies

Recall in the non-adversarial case, the HyperLTL formula starts with
a sequence of existential quantifiers. A satisfiability result from
the QBF solver implies successful synthesis, where the collection
of witness traces to the existential quantifiers form a valid global
control policy that satisfies the global control objective. The results
are summarized in Table 1. In a nutshell, in cases where the formula
involves only existential quantifiers, we observe a high degree of
scalability. However, for path robustness, since the formula involves
quantifier alternation, the synthesis time grows quickly.

5.2.1 Squad Shift Planning. Figure 3 shows the result of syn-
thesizing paths when the number of agents is two, i.e, N =n =2
in formula (2), for a 10 X 10 grid, where the critical region is labeled
by proposition crit in the purple cell. Witness paths for 7; and
are represented by blue and orange arrows, respectively. As can be
seen, each agent eventually reaches the critical section and 7; and
7y paths take turn to guard crit. The results for different sizes of
grids and agents are shown in Table 1. We note that for the case of
N = n = 2, the squad shift objective can be written as (J<>[BL, 1]
in cLTL [25]. But generally when N # n, the planning objective (2)
cannot be expressed by cLTL, since they cannot distinguish the
identities of the agents guarding the area.

5.2.2  Priority Planning. Figure 4 shows the result of synthesiz-
ing paths when the number of agents in formula (3) is two for a
10 X 10 grid. The synthesized paths 71 and sy start at the initial red
cell and are shown in blue and orange arrows, respectively. Since
71 reaches BL before 3 , it is given the priority to pass the bridge
before 5 .

Next, in Fig 5, we demonstrate another scenario when 7 is
required to complete the emergency mission at the pink area before
passing the bridge. This is enforced in the HyperLTL formula. In this
case, because 7 still reached BL before mp , we can observe that
2 moves around and waits on the left side of the bridge, and does
not passing bridge until 7; did, in order to preserve the priority
specification. The results for different sizes of grids and agents are
shown in Table 1.
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Figure 3: Paths
satisfying ¢sqs.

Figure 4: Agents
satisfying ¢pyi.

Figure 5: Agents
satisfying ¢pi.

5.2.3 Opacity Planning. Here we investigate two different con-
cepts of opacity in robotic planning.

Initial-State opacity (ISO). Assume now we give agents the mis-
sion of reaching the goal states (colored in green) in Fig. 6. Recall
from formula (4) that the ISO property requires that each agent 7;
has another corresponding 7;, such that starting from a different
initial state, both can reach the goal by following the same sequence
of actions. For two agents, we substitute p by (& goal, A goal ;)
and (& goal, A goal ) for m and 7 paths in formula (4). The syn-
thesis result is presented in Fig. 6 for two agents, where 71 and 71
paths red and pink, and 73 and 7, paths are blue and green. Clearly,
we cannot identify agents by observing their initial state behavior.

Path opacity (PO). Following the same mission setting in ISO
and replacement of p in formula (5), now we consider having the
paths in the shaded area as sensitive information in Fig. 7. Thus,



the concrete formula for PO with two agents is the following:

(Ppo = 371’1.37T2.3T1.3T2.
(O goal, A goal,,) A (O goal, A goal )N
- O(Acty, = Acty) A ~O(Acty, = Actr,)A
O((shadedy, A shaded;) — (Acty, = Actr))A
O((shadedy, A shaded;,) — (Acty, = Actz,))

As shown in 7, 71 and 77 in red and pink are two different paths, but
their actions are the same throughout the shaded area. Similarity,
paths 72 and 7 satisfy this specification as well. The results for
different sizes of grids and agents are shown in Table 1.
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Figure 8: ¢, for
multi-robots

Figure 6: ¢js, of
initial states for
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Figure 7: ¢, of
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5.24 Robustness Planning. Our goal is to synthesize two agents,
1 and 7o, such that the actions for each agent, are robust in terms
of all other traces on the map. Similar to opacity, we replace p in
formula (6) with (< goal,, A < goal,,) and (O goal, A< goal,)
for 7 and 7 paths. As shown in Figure 8, the paths synthesized
for the agents represent a valid robust strategy for all other paths
on the map. The results for different sizes of grids and agents are
shown in Table 1. As mentioned earlier, due to the nature of the
HyperLTL formula, the synthesis time grows significantly faster than
other path planning problems.

5.3 Adversarial Case Studies

We now focus on path planning problems involving adversaries. The
results are summarized in Table 2. Recall that HyperLTL formulas for
adversarial cases are alternating with a leading universal quantifier
(ie., V*3"). When our synthesis technique returns satisfiability, it
does not enumerate a witness to existential quantifiers that follow
universal quantifiers, due to a combinatorial explosion. However,
for sanity check, our tool can spit out a witness for a particular
instantiation of the universal quantifiers.

5.3.1 Moving Obstacles Planning. Given the grid shown is
Figs. 9 and 10, there are adversaries for which no successful control
policy exists (e.g., in black arrows in Fig. 10) and there are ones for
which there is a control policy (e.g., in black arrows in Fig. 9). This
means in general, for such a grid, the problem is not satisfiable for
all adversaries. However, the problem has a solution for the grid in
Fig. 11. Our technique can identify all such cases.

5.3.2 Fairness Planning. We experiment with the grid shown
in Fig. 12 with respect to formula (8) ¢,ps. Our algorithm returns a
satisfiability result, meaning that for all adversarial paths 71, there
is another path 7 that satisfies the formula.

’ Prop ‘ # agents ‘ [N ‘ size ‘ h ‘ Total[s] ‘

102 [ 15 1.04

2 32 | 202 | 25 6.78

40% | 35 107.43

102 | 20 4.85

4 3¢ | 202 [ 30 30.49

Psqs 40% | 45 | 170.52

10 | 25 25.85
8 38 | 20% | 40 94.82

40% | 55 | 474.15

10 | 30 39.01

10 310 | 202 [ 50 175.93
402 | 65 864.46

102 | 20 2.74

2 32 | 20% | 40 22.11
402 [ 70 | 178.10

10 | 25 14.04

4 34 | 20% | 50 66.80
Ppri 40% | 90 | 601.11
102 | 35 63.29

8 3 | 202 [ 60 | 220.67
40% | 110 | 1872.45

10 | 45 97.30

10 310 | 202 [ 75 | 450.00

40% [ 140 | 4446.63

102 | 17 0.46

1 v | 20% | 38 28.23

402 | 80 | 1208.34

Prob 102 | 18 0.89
2 v | 20% [ 38 33.07

40% [ 80 | 1394.49

102 | 17 0.55

1 32 | 20% | 38 21.67

40% | 80 | 457.09

102 | 18 1.30

Piso 2 34 | 20% | 38 39.57
40% | 80 | 917.24

4 EQ 103.32

6 27 202 | 38 | 165.31

10 3%0 267.64

102 | 13 0.31

1 32 | 20% | 38 24.13

40% | 40 | 470.36

102 | 15 0.77

®po 2 3* | 20% | 38 44.46
40% [ 80 | 1028.55

EQ 103.46

6 31271 202 | 38 | 158.77

10 320 250.14

Table 1: Results for non-adversarial experiments. 3k denotes
k number of existential quantifiers in a row.

One particular example is shown in Fig. 12, where the blue ad-
versary passes the bridge the first time and when it attempts to



Figure 9: Agent
beats adversary
for gops.

Figure 10: An
unbeatable
adversary for ¢gps.

Figure 11: Agent
beats adversary

for ¢gps.

Figure 12: ; passes the bridge twice with ¢r,;, preserved.

pass again, the orange controllable agent forces the adversary to
wait until it passes the bridge.

5.3.3 Pursuer-Evader Game. In our implementation, we use
three different DTSs to represent the behaviors of the evader, sensor
network, and pursuer. The pursuer-evader game is a perfect exam-
ple of the application of our multi-model framework introduced in
Section 2 for path planning.

As mentioned in Section 4.2, the evader is free to choose any
trajectory (i.e., V1 in formula (9)). One scenario that we synthesized
is the following. In Fig. 13, initially, the evader is in cell 1 and the
pursuer is in cell 9. Next, the evader moves to cells 4 and 5 (see
Fig. 14). This move will result in updating the network design to
form a tracking tree by using the timestamp of evader’s entrance
in these cells and assigning the parent-child relationship for 3, in
formula (9). That is, at h = 2, we have parent(2) = 1, parent(1) =
parent(7) = 4, and parent(4) = 5 (the tracking tree is rooted at the
location of the evader). In Fig. 15 and 16, the evader moves to cells
2 and then 3. Since we assume that the pursuer moves faster than
the evader, the tracking tree in Fig. 16 leads the pursuer (i.e., by 373
in formula (9)) through cells 9, 8, 5, 2, and 3 to catch the evader.

Our synthesis technique returns a satisfiability result, meaning
that for all evader moves, we can compute a correct tracking tree
for the pursuer to catch the evader. Indeed, our algorithm generates
the same “evader centric” solution proposed in [8].

(EiO) 2 3 ‘1 2[ 3 2 3 1 2]
3
q 5[ ¢ X N ER AN E
e 57
77 8 9 7 8 9 78 9 7 |8
P P P P
Figure 13: Figure 14: Figure 15: Figure 16:
h=1 h=2 h=3 h=4

’ Prop ‘ Qs ‘size‘ h ‘Total[s]‘

102 [ 13 1.31
Pobs v3a | 20% | 35 45.03
40% | 55 | 840.68
102 | 30 3.63
Pfair v3 | 202 | 60 44.82
402 [ 100 | 129.69
Ppegame | V3T | 32 | 7 0.49

Table 2: Results for adversarial experiments.

5.4 Summary of Results

Tables 1 and 2 summarize our experimental results. Two important
observations from these tables are the following. First, although
the underlying PSPACE-complete problem of QBF-solving can be a
potential stumbling block, our experiments show the effectiveness
of our approach for moderate-sized models and number of agents.
Secondly, as expected, the path planning problem is generally more
difficult to solve for cases involving quantifier alternation. Even in
that case, we are not limited to small models.

We also note that we have replicated the majority of the exper-
iments in [25] using our approach. For reasons of space, we are
not able to present a detailed comparison and contrast. However,
it is noteworthy that as expected, the cLTL approach slightly out-
performs our algorithm, since HyperLTL is more expressive, making
our technique more general, but slightly slower.

6 RELATED WORK

Planning with non-hyper temporal logics. Most previous work on
formal methods for multi-agent cyber-physical or robotic systems
focuses on non-hyper temporal logics, such as LTL and STL [15, 17,
21]. However, due to the drawback that these logics can only express
tasks for a single execution of a single agent, these works depend
on explicitly decomposing the global task into several relatively
independent local tasks so that they can use LTL or STL to capture
each local task. To express non-decomposable global tasks, cLTL [16,
24, 25] extends LTL by adding quantification to specify the number
of states satisfying certain sub-formulas along paths. cLTL allows
simultaneous reasoning over executions from multiple agents and
can capture tasks such as “there are always at least two agents
in the same region”. For cLTL, effective synthesis algorithms can
be derived by SMT solving. TeamLTL [27] extends LTL by allowing
atomic propositions that describe the properties of several robots at
a time instance. This work is the extension of cLTL and TeamLTL to
allow explicit existential and universal quantifications over paths,
to handle tasks like “for any execution of agent A, there exists a
control policy for agent B to fulfill a joint temporal logic task with
agent A”.

Path planning with hyper temporal logic. To allow explicit exis-
tential and universal quantifications over paths, one needs a hyper
temporal logic such as HyperLTL. In [28], HyperLTL is first applied
to the planning of a single robot for objectives that implicitly in-
volves multiple paths, such as opacity (to plan a path that yields
another obfuscating path) and robustness (to plan a path such that
is robust to perturbations). Different from [28], this paper applies



HyperLTL to multi-robot planning and studies richer classes of plan-
ning objectives, especially planning with adversaries (as discussed
in Section 4.2). To adapt to planning with finite time horizons, we
used a terminating semantics with an explicitly specified time hori-
zon for HyperLTL, as opposed to finite-trace semantics in [28? ].
Furthermore, this work proposes a new QBF-based design method
for HyperLTL objectives, which is practically more efficient than the
SMT-based design methods proposed in [28].

7 CONCLUSION

In this paper, we proposed a novel technique for multi-agent path
planning for robotic applications by using hyperproperties ex-
pressed in HyperLTL. We showed that HyperLTL can elegantly express
important path planning objectives in both adversarial and non-
adversarial settings. Our path planning algorithm is based on a
bounded model checking technique for HyperLTL proposed in [14].
Our algorithm reduces the path planning problem to the satisfia-
bility problem for quantified Boolean formulas. Through a set of
experiments, we showed (1) the diversity of path planning prob-
lems that our technique can handle, and (2) the effectiveness and
efficiency of approach in spite of its generality.

As for future work, there are several interesting open research
problems. Our current approach lacks finding cyclic paths. This
is mainly because enforcing a loop condition in bounded model
checking for hyperproperties is not trivial at all. Another important
problem is to generalize our hyperproperty-based technique to
enable path planning in continuous signal settings (e.g., by using
the temporal logic HyperSTL [20]).
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